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Problem Can LaSR rediscover known scientific equations?

Takeaways

● LaSR generalizes beyond SR: Concept guidance may be useful in domains 
other than scientific discovery.

● Scientific Knowledge is Code. Many scientific theories are often represented 
as code, and discovering non-trivial codes enables new scientific discoveries.

● Local Language Models are capable of making non-trivial discoveries!

Goal: Discover 
empirical laws 

from raw 
experimental 

data.
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Overview

Can LaSR discover new equations?
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Step 1: Catalogue model 
performance w.r.t hyper 
parameters

Step 2: Use symbolic 
regression to postulate and 
fit scaling laws.

Step 3: Choose the scaling 
law that fits the data the 
best while using the least 
free parameters.

Previous work necessitates manually 
postulating a scaling law and fitting 

free parameters to a dataset. 

Observation 1: 
Concept guidance 
accelerates 
scientific discovery.

Observation 2: 
LaSR outperforms 
PySR even with local 
language models 
(llama3-7b, 1%)I. Use LLMs to generate abstract concepts that summarize high-performing 

equations and to produce equations aligned with those concepts.
II. Alternate between finding the best equation given concepts, and the best 

concept given equations.

Key Ideas:

Visualization of the projected values of LaSR’s scaling law for various inputs. 
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