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Takeaways

● Explicit symbolic knowledge helps with 
compositionality 

● Extend, rather than replace, deep 
representations

● Foundation models over language (and code) 
give symbols for free.

Learning object-oriented 
world models that 

compositionally generalize
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Works on Entity Composition
• Decompose into object-centric 

encodings (slots)
• Model interactions between 

slots using modules
Fails on Relational Composition
• Decomposing into slots doesn’t 

capture shared attributes => 
cannot model shared dynamics.
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Using a neuro-symbolic representations:
✅ : Symbols trivially generalizes to attribute compositions. Robust selection module!
✅ : Neural encodings learn very expressive features. Good image reconstructions!
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Takeaways:
• Relational Composition is 

more challenging than Entity 
Composition.

• Small performance 
degradation from 3 objects 
to 5 objects.

• Cosmos achieves best next 
state reconstruction (MSE).

• Cosmos auto-encoder 
reconstruction (AE-MSE) is 
consistently good.

• Eq-MRR is misleading
• Accurate MRR requires 

consistently good AE-MSE

https://bit.ly/cosmos-wm

