
```json
{
  "reasoning": [
"Slaty-backed gulls have a darker, slate-gray 

back and wings, whereas California gulls have a 
lighter gray back and wings, making the back 
coloration a key distinguishing feature.",
"Slaty-backed gulls exhibit prominent white 

'mirrors' on their primary feathers, which are 
larger and more distinct compared to those of the 
California gull.", ...
],

  "features": [
    "Slate-gray back and wings",
    "Large white mirrors on primary feathers", 
...
]

}
```

Please suggest visual features that distinguish a 
slaty backed gull from a california gull.

The current descriptors for slaty backed gull are: 
{cls1_concepts}.
The current descriptors for california gull are: 
{cls2_concepts}.
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Takeaways
● Concept libraries can provide the foundations for higher-level 

perceptual reasoning.

● Feedback mechanisms are a powerful tool for facilitating 
multi-modal knowledge retrieval.

● Perceptual reasoning necessitates good vision specialists.
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Key Insight: The concept library simultaneously 
bootstraps the VLM inputs and LLM inputs.

● Concept libraries learned with Escher improves 
state-of-the-art concept bottleneck model 
performance in zero-shot, few-shot, and 
fine-tuned image classification.

● History-sensitive feedback is integral to Escher’s 
performance. 

● Escher’s concept libraries help across many 
backbone models. 

This is a Male 
Ring-necked 

pheasant.

With no iterations, the baseline 
confuses this for an Female 
Ring-necked pheasant 
because:

After iteration with ESCHER, 
the baseline correctly predicts 
this to be a Male Ring-necked 
pheasant because:

While the true class has 
lower aggregate activation 
because:

https://tinyurl.com/escher-web

